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~100 people per day join MilkyWay@home 

MilkyWay@home was originally created to optimize the parameters in 

a model fit to the density of turnoff stars in the stellar halo. 

 

Began: November 9, 2007 

Computing power: 0.5 PetaFLOPS (high > 2 PetaFLOPS) 

Number of volunteers (total people): 188,155 

Number of computers volunteered (total): 395,848 

Number of active volunteers: 20,853 

Number of active computer being volunteered: 30,407 

Applications: (1) Fit density structure of tidal streams,  

(2) fit dwarf galaxy properties with N-body simulations 

 
Number of volunteers as of 2/22/2015 

Astronomy students 

write algorithms to 

measure goodness of 

fit between data and 

models with 

parameters. 

MilkyWay@home 

server sends out jobs 

to volunteers and 

collects results –  one 

set of parameters to 

each volunteer. 

Parameter optimization 

algorithms are adapted to 

run on asynchronous, 

heterogeneous, parallel 

computing environment.  

The code is compiled and 

tested on 15 platforms 

including CPUs and GPUs, 

and attached to the server.   

Mechanisms are created to 

start and end “runs.”  The 

MySQL database is 

maintained. 

In 206 

countries 

(of which 

193 

are United 

Nations 

members) 

What is MilkyWay@home? 
Our volunteers: 

MilkyWay@home history: 

Our volunteers let us use  

their CPUs for scientific  

calculations, and  

continuously upgrade their hardware at their own expense.  They help each other 

with technical support, monitor our system, and one even wrote the first GPU 

version of our software, before we knew what GPUs were.  They donate money 

and hardware to our cause.  70% of gridcoin computing cycles are donated to 

MilkyWay@home.  Many are donated to BitCoinUtopia, which converts the 

gridcoins into US currency that is donated back to MilkyWay@home; so far we 

have received $5000 USD. 

The volunteers are also interact with each other socially, using our discussion 

boards for science, technical support, and well, anything.  A volunteer moderator 

keeps it positive. 

Online badges reward our “crunchers.” 
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The use of statistical knowledge of the absolute magnitudes of 

stellar populations to determine the density distributions of stars.  

In particular, MW@home uses the fact that turnoff stars in the 

Milky Way halo all have the same distribution of absolute 

magnitudes (independent of metallicity and age) to determine the 

spatial density distribution, even though the distance to each star 

is not well known. 

The distribution of absolute magnitudes of 

halo stars selected with 0.1<(g-r)0<0.3 are all 

the same, independent of the globular cluster 

properties.   

Before comparing a spatial density model with 

the data, one first distorts the model in the line-

of-sight direction to be apparent magnitude, 

assuming the stars all have the absolute 

magnitude of the peak of the absolute 

magnitude distribution.  Then this model is 

convolved, in the radial direction, with the shape 

of the distribution. 

The plots above show the results of fitting three streams 

(cylinders with a density that drops off like a Gaussian centered 

on the cylinder axis) and a smooth, Hernquist background to the 

density of turnoff stars in one 2.5°-wide stripe of SDSS data.  

Optimization takes 2 weeks; 4 can be run simultaneously. 

https://www.facebook.com/Milkywayathome 

https://www.youtube.com/user/MilkywayAtHomeRPI 

We ran the optimization on simulated data with 20 parameters 

that were similar to the ones returned by fitting the real data 

(see table above).  The stream parameters are the stream 

fraction, the position of the stream center, distance, two angles 

giving orientation, and width in kpc. 

We simultaneously fit 20 parameters!! 

N-Body Simulations 
We have implemented code that will evolve one or more dwarf galaxies composed of N 

particles in orbit around a fixed Milky Way galaxy potential. The N-body simulations are 

carried out using an n log(n) Barnes-Hut (1986) tree code, implemented in a multithreaded 

CPU application.  

 

The dwarf galaxy is simulated as two Plummer  

spheres – one of dark matter and one of baryonic  

matter.  These are generated simultaneously, so  

that the dark and light matter maintain their  

Plummer profiles, if not dropped into a Milky Way  

potential.  Four parameters describe the mass and radius of each Plummer profile. 

 

The Milky Way potential we use is the spherical logarithmic potential derived by Law et 

al.(2005), but with a lower halo mass as fit in Model 5 of Table 3 in Newberg et al. (2010). It 

includes a bulge, a Miyamoto-Nagai disk, and a spherical, logarithmic halo. 

 

We have developed an algorithm that compares the number of stars along a tidal stream to 

the number of bodies representing the baryonic matter that are distributed along a 

simulation of the tidal stream.  We generate histograms of the number of stars along the 

stream and the number of bodies along the simulation.  The Earth Mover Distance (EMD) 

between two histograms that have been normalized to have the same number of particles 

in all bins is calculated by determining the minimum sum of the distances each particle 

must be moved to turn the first histogram into the second histogram.  We measure how 

similar two histograms are to each other by measuring the normalized EMD (where the 

integral of each histogram is one), multiplied by the probability the M particles (the number 

of stars observed) will be found in the histogram, when N particles (the number of bodies) 

were             expected.  To do this calculation, we need to  

             know how many of the tracer stars we expect for  

             each solar mass of baryonic matter, and how  

             many solar masses in each simulated body  

             representing baryonic matter. 

Parameter Simulated  

Value 

Optimized  

Value 

Smooth  

component 

q 0.5 0.499 

r 7.0  6.61  

Stream 1 

ε -1.5  -1.44  

μ 188.96  188.4  

r 33.9  33.96  

θ 1.85  1.85  

φ 3.05 3.11 

σ 4.5  4.17  

Stream 2 

ε -0.95  -0.79  

μ 210.0 208.75  

r 35.53  30.06  

θ 1.5  1.52  

φ 3.18  3.10  

σ 20.0  19.3  

Stream 3 

ε -0.93  -1.52 

μ 187.76 187.35 

r 14.56 14.85 

θ 1.97 1.82  

φ -0.4 -0.33 

σ 4.16  3.60  

Future Work 
The simulations, as coded, will allow us to determine the parameters of the 

progenitor dwarf galaxies, if the orbits have been fit separately, using the line-

of-sight velocities and positions of stars in the tidal tails (Willett et al., 2009).  

Because we are using different information for these fits, we believe the 

parameters are independent, and we will eventually fit all of the parameters 

together.  Finally, we will simulate more than one dwarf galaxy at the same 

time, and fit the parameters of the Milky Way halo. 


